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Abstract—The aim of this paper was to investigate the clinical feasibility and the accuracy in femoral neck densi-
tometry of the Osteoporosis Score (O.S.), an ultrasound (US) parameter for osteoporosis diagnosis that has been
recently introduced for lumbar spine applications. A total of 377 female patients (aged 61–70 y) underwent both a
femoral dual X-ray absorptiometry (DXA) and an echographic scan of the proximal femur. Recruited patients
were sub-divided into a reference database used for ultrasound spectral model construction and a study population
for repeatability assessments and accuracy evaluations. Echographic images and radiofrequency signals were
analyzed through a fully automatic algorithm that performed a series of combined spectral and statistical analyses,
providing as a final output the O.S. value of the femoral neck. Assuming DXA as a gold standard reference, the
accuracy of O.S.-based diagnoses resulted 94.7%, with k 5 0.898 (p , 0.0001). Significant correlations were
also found between O.S.-estimated bone mineral density and corresponding DXA values, with r2 up to 0.79 and
root mean square error 5 5.9–7.4%. The reported accuracy levels, combined with the proven ease of use and
very good measurement repeatability, provide the adopted method with a potential for clinical routine application
in osteoporosis diagnosis. (E-mail: sergio.casciaro@cnr.it) � 2016World Federation for Ultrasound inMedicine
& Biology.
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INTRODUCTION

Osteoporosis is a highly prevalent bone disease character-
ized by a decrease in bone mass accompanied by micro-
architectural alterations, resulting in bone fragility and
increased fracture risk (Liu et al. 2011). Vertebral
and hip fractures are the most frequent, expensive and
disabling osteoporotic fractures, leading to reductions
in patient quality of life and also causing significant mor-
tality rates (Albanese et al. 2011; Cooper 1997; Ensrud
et al. 2000).

According to the operational definition provided by
theWorld Health Organization, osteoporosis is diagnosed
when bone mineral density (BMD) measured at lumbar
ddress correspondence to: Sergio Casciaro, Consiglio Nazionale
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spine or proximal femur is at least 2.5 standard deviations
(SDs) lower than the young adult mean (i.e., T-score #
22.5) (Genant et al. 1999; Kanis 1994). Analogously, a
patient will be classified as ‘‘osteopenic’’ if 22.5 , T-
score , 21.0, or ‘‘healthy’’ if T-score $ 21.0. For
instance, according to the National Health and Nutrition
Examination Survey database, young adult white
women (aged in 20–25 y) had an average femoral neck
BMD (mean 6 SD) of 0.847 6 0.110 g/cm2, therefore
a generic white woman will be classified as
‘‘osteoporotic’’ if her femoral neck BMD is #0.572 g/
cm2, ‘‘osteopenic’’ if her BMD is internal to the range
0.572–0.737 g/cm2, or ‘‘healthy’’ if BMD$0.737 g/cm2.

Dual X-ray absorptiometry (DXA) currently repre-
sents the most common method for osteoporosis diag-
nosis and it is considered the gold standard reference
for BMD assessments (Baim and Leslie 2012; Link
2012; Schnitzer et al. 2012). However, DXA also has
some important intrinsic limitations that prevent its use
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for population mass screenings (i.e., exposure to ionizing
radiation with associated risks, high costs, and the need
for dedicated structures with certified operators) (Pisani
et al. 2013), and this resulted in the development of quan-
titative ultrasound (QUS) approaches to bone health
assessment and osteoporosis diagnosis (Breban et al.
2010; Nayak et al. 2006; Paggiosi et al. 2012; Pais et al.
2010; Schnitzer et al. 2012; Trimpou et al. 2010). In
fact, QUS methods have several potential advantages
over DXA, including absence of ionizing radiation,
lower costs, portable machines and availability in
primary care settings without requiring dedicated
structures or certified operators.

Commercially available QUS devices are presently
usable only on peripheral bone districts, such as the calca-
neus, and numerous studies focused on evaluating their
diagnostic effectiveness compared to DXA measure-
ments on the axial reference sites (lumbar spine and prox-
imal femur) obtained contradictory results (Breban et al.
2010; Dane et al. 2008; El Maghraoui et al. 2009; Iida
et al. 2010; Kwok et al. 2012; Liu et al. 2012;
Moayyeri et al. 2012; Schnitzer et al. 2012; Stewart
et al. 2006; Trimpou et al. 2010). However, work in this
field is ongoing and interesting experimental results are
being continuously published, including, for instance,
encouraging multi-site measurements of apparent inte-
grated backscatter (AIB) and the integrated reflection co-
efficient (Karjalainen et al. 2012); extended clinical
validations of calcaneal measurements of AIB and spec-
tral centroid shift (Jiang et al. 2014); and improvements
of precision in the measurement of speed of sound
(SOS) at the heel (Daugschies et al. 2015).

Nevertheless, despite the number of available pa-
pers, the International Society for Clinical Densitometry
(ISCD) has restricted the actual diagnostic usefulness of
QUSmethods to validated calcaneal devices used on peo-
ple aged 65 and older, only in combination with clinical
risk factor assessment and only in order to identify those
patients at very low risk of fractures who therefore do not
require further investigations (ISCD 2013).

As a consequence, clinical routine management of
osteoporosis is based on the combined evaluation of axial
DXA outcomes and clinical risk factors (i.e., previous
fragility fracture, parent with a fractured hip, smoking,
use of glucocorticoids, rheumatoid arthritis, causes of
secondary osteoporosis, alcohol abuse) (Ferrari et al.
2012), resulting in high rates of under-diagnosis and un-
der-treatment—it was estimated that approximately 75%
of osteoporotic patients are not diagnosed and thus never
receive appropriate treatment (Curtis and Safford 2012;
Nguyen et al. 2004; van den Bergh et al. 2012). In fact,
the best osteoporosis treatment would be the prevention
of the disease, and of subsequent fractures, through a
very early diagnosis, ideally when the patient presents a
BMD reduction still in the osteopenic range, before
becoming osteoporotic. In most cases, this condition
can be effectively managed by targeted corrections to
lifestyle habits (e.g., increasing physical exercise,
reducing alcohol consumption, etc.). Otherwise, a good
therapy for osteoporosis should inhibit bone resorption
and/or stimulate bone formation—an effective
osteoporosis treatment significantly reduces fracture
rate by 40–70% in a few months. The most commonly
used therapeutic agents include estrogens, selective
estrogen receptor modulators, bisphosphonates, agents
derived from the parathyroid hormone, strontium
ranelate and denosumab (Muratore et al. 2014).

To improve this situation, attention has recently
been turned to the investigation of ultrasound (US) ap-
proaches for osteoporosis diagnosis directly applicable
on lumbar spine and/or proximal femur (Barkmann
et al. 2010; Conversano et al. 2015; Karjalainen et al.
2012). In particular, the femur has become the target of
many experimental works focused on the translation of
peripheral QUS measurement to the proximal femur
(Barkmann et al. 2007, 2008a, 2008b, 2010; Dencks
et al. 2008; Grimal et al. 2013; Haiat et al. 2005;
Karjalainen et al. 2012; Padilla et al. 2008). The most
significant clinical results were obtained by Barkmann
et al. (2010), employing a ‘‘through transmission’’ US
approach for measuring SOS and broadband ultrasound
attenuation (BUA), and by Karjalainen et al. (2012),
who used a backscatter approach to measure AIB and in-
tegrated reflection coefficient.

In this context, a different US methodology for
osteoporosis diagnosis on lumbar spine has been
recently introduced by our research group, together
with a novel diagnostic parameter, the Osteoporosis
Score (O.S.) (Conversano et al. 2015). The basic idea
underlying this approach is that unfiltered radiofre-
quency (RF) signals, acquired during an echographic
scan of the investigated bone district, can be employed
to assess the bone health status through advanced com-
parisons with previously derived reference spectral
models of healthy and osteoporotic bones. Moreover,
the implemented RF signal analysis method is natively
integrated with echographic imaging, which is needed
for both the identification of the region of interest
(ROI) for diagnostic calculations and the simultaneous
acquisition of several RF signals for each frame, in or-
der to provide a solid and reliable statistical basis for
subsequent spectral analyses. This close integration in
the processing of echographic images and ‘‘raw’’ unfil-
tered RF signals has been recently defined as the ‘‘echo-
sound approach’’ (Casciaro et al. 2015).

The aim of the present work was to extend the appli-
cation of this new methodology to the femoral neck,
investigating its clinical feasibility and diagnostic



Echosound densitometry of femoral neck d S. CASCIARO et al. 1339
accuracy in both patient classification and BMD estima-
tion. It is important to note that the effectiveness of
O.S.-based diagnoses on the femoral neck was not
obvious a priori, since, given the numerous differences
between lumbar vertebrae and proximal femur, both the
acquisition protocol and the image segmentation proce-
dure were entirely redesigned. Important modifications
and specific parameter optimizations were also required
for the signal processing steps, which in turn involve
the calculation of reference spectral models. Therefore,
the resulting approach presents several novelties whose
effectiveness had to be verified through dedicated studies.
Furthermore, the specific clinical benefits that could be
brought in by its possible routine adoption are discussed
in the present work.
METHODS

Patients
The study was conducted at the Operative Unit of

Rheumatology of Galateo Hospital in San Cesario di
Lecce in Lecce, Italy, and included all consecutive female
patients who fulfilled the following enrollment criteria:
Caucasian ethnicity, aged 61–70 y, body mass index
(BMI) , 25 kg/m2, medical prescription for a hip
DXA, absence of previous femoral fractures and absence
of significant deambulation impairment.

Since the main objective of the present paper was
to assess the feasibility and the effectiveness of O.S.
calculation on femoral neck, the enrollment criteria
were established following the same approach of the
paper that introduced the O.S. calculation on lumbar
vertebrae (Conversano et al. 2015). Apart from setting
the target age range at 61–70 y (because this interval
includes the majority of women referred for a hip
DXA), the recruitment strategy of the present study
was the same as that of our previous work. In partic-
Table 1. Distribution of enrolled patients among reference data
(average anthropometric details for each group are also includ

Age range (y) Reference database (n) Repeatability meas

61–65 (Group A) 100 15 (intra-ope
Age (y) 62.9 6 1.4 62.7 6
BMI (kg/m2) 22.7 6 1.6 23.0 6
Height (cm) 159.8 6 6.0 160.6 6
Weight (kg) 58.0 6 5.5 59.7 6

66–70 (Group B) 100 30 (inter-ope
Age (y) 68.1 6 1.5 68.2 6
BMI (kg/m2) 22.7 6 1.9 22.3 6
Height (cm) 159.9 6 6.5 159.6 6
Weight (kg) 58.1 6 6.7 59.5 6

Total 200 45

BMI 5 body mass index.
ular, the enrollment of only female patients was moti-
vated by practical considerations—typically, over 90%
of the patients referred for a DXA examination at the
aforementioned hospital are women; therefore, we
decided to target this investigation to only female pa-
tients in order to ensure the recruitment of a statisti-
cally significant number of patients in a reasonable
time interval.

A total of 377 patients were recruited in 9 mo.
Table 1 reports the average anthropometric characteris-
tics of the enrolled patients and also summarizes the pa-
tient distribution among different sub-groups. In fact,
the enrolled patients were sub-divided between a refer-
ence database and a study population, which was in
turn composed of two different groups: one destined to
repeatability assessments and the other to accuracy eval-
uations (Table 1). The patients were grouped into two 5-y
intervals according to their age—61–65 y (Group A) and
66–70 y (Group B). For each group, the first 100 patients
were included in the reference database, while the re-
maining individuals represented the study population
(Table 1). The size of the reference database was estab-
lished according to widely adopted rules (Engelke and
Gluer 2006; Hou et al. 2008).

All enrolled patients underwent both a femoral DXA
and an echographic scan of proximal femur, as detailed in
the proceeding sections.

The study protocol was approved by the hospital
ethics review board and all patients gave informed
consent.
DXA measurements
DXA scans were performed according to standard

procedures used for hip investigations. During the exam-
ination, the patient’s femur was straight on the table, in a
position such that the shaft was parallel to the vertical
edge of the obtained image, and with 15�–25� of internal
base and study population for each age range considered
ed). Values are expressed as mean 6 standard deviation

Study population

Totalurements (n) Accuracy measurements (n)

rator) 70 185
1.2 62.8 6 1.4 62.8 6 1.4
1.4 23.1 6 1.4 22.9 6 1.5
5.6 159.6 6 5.5 159.8 6 5.8
5.1 59.0 6 5.8 58.5 6 5.6
rator) 62 192
1.1 68.1 6 1.3 68.1 6 1.4
1.4 23.0 6 1.8 22.7 6 1.8
4.9 159.2 6 5.5 159.6 6 6.0
5.7 58.3 6 6.0 58.4 6 6.3

132 377
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rotation, which was achieved by using a dedicated posi-
tioning device.

The adopted DXA scanner was a Discovery W
(QDR Series, Hologic, Waltham, MA, USA), which per-
formed a BMD measurement over the femoral neck, ex-
pressing the resulting value in g/cm2. Moreover, for
each patient, Hologic software also provided the conver-
sion of the BMD in the corresponding T-score value,
defined as the number of SDs from the peak BMD of
young women found in the standard Hologic reference
database for Caucasian women. According to the
commonly used World Health Organization definitions,
patients were classified as ‘‘osteoporotic’’ if their T-score
was#22.5, ‘‘osteopenic’’ if22.5, T-score,21.0 or
‘‘healthy’’ if T-score $ 21.0.

DXA equipment underwent daily quality control
and regular maintenance for the entire study period. Spe-
cific attention was paid to ensure adherence to correctness
criteria for DXA scanning and data analysis as reported in
ISCD 2013 guidelines (ISCD 2013) and also in the user
manual of the adopted DXA system (Hologic 2000). In
particular, all DXA acquisitions were double-checked
by two different experienced operators in order to avoid
possible errors associated with patient positioning, data
analysis, presence of artifacts, and demographic charac-
teristics, as identified by recent literature (Messina et al.
2015). In fact, such errors could provide wrong BMD
measurements, potentially resulting in inappropriate
diagnostic classifications.
US acquisitions
US scans of femoral neck were performed employ-

ing an echographic device (Echo Blaster 128, Telemed
Medical Systems, Milan, Italy), equipped with a convex
transducer (C3.5/60/128 Z, Telemed Medical Systems)
operating at the nominal frequency of 3.5 MHz. The
transducer had a 220 dB bandwidth from 1.4 MHz to
5.8 MHz and its center frequency was chosen as the
best compromise between the highest possible spatial res-
olution and a suitable US penetration into femoral neck
tissue. In theory, a higher frequency (corresponding to a
better spatial resolution) could provide more accurate re-
sults, but the US frequencies higher than 3.5 MHz avail-
able on convex echographic transducers did not provide a
satisfactory signal-to-noise ratio (SNR) for signals back-
scattered from the internal part of the femoral neck. For
the entire study duration, the correct calibration of the
US transducer spectrum was verified monthly to ensure
no appreciable differences with respect to the initial cali-
bration provided by the manufacturer. These experi-
mental verifications were carried out in a water tank by
employing a polyvinylidene fluoride membrane hydro-
phone (Precision Acoustics Ltd, Dorchester, UK).
The echographic device was provided in a modified
research configuration allowing the acquisition of both
the conventional B-mode echographic images and the
corresponding unprocessed ‘‘raw’’ RF signals. These sig-
nals underwent the following pre-processing steps, per-
formed through a dedicated board (Echolight srl, Lecce,
Italy): 1-kHz high-pass filtering, 18-dB amplification
and analogue-to-digital conversion (40 MS/sec, 16 bits).
Finally, the obtained digital signals were stored on a per-
sonal computer hard disk for offline data analysis.

Each patient underwent a femoral neck scan per-
formed through the following protocol. The operator
initially placed the convex probe on the patient proximal
femur, orienting the transducer to visualize the trans-
versal femoral neck section. The probe was then rotated
about 90�, until the typical proximal femur profile,
including femoral head, neck and trochanter interfaces,
was visible—this defined the start of the US data acquisi-
tion, which lasted for about 40 s and generated 50 frames
of RF data (frame rate �1.25 fps). During data acquisi-
tion, the operator slightly tilted the US probe in a very
slow way, always keeping the femoral neck interface in
the horizontal position, aligned with the focus reference
line and in the central part of the echographic image.
The tilting operation was performed to acquire different
sections of the longitudinal proximal femur interface.

For all the performed acquisitions, transducer focus
and scan depth were set to 4.5 cm and 9 cm, respectively,
in order to have femoral neck interface in the beam focal
zone and in the central part of the image. Other echo-
graphic settings were power 5 45%; mechanical
index 5 0.4; gain 5 0 dB; and linear time gain
compensation.

US acquisitions on patients to be included in the
reference database (n5 200) were performed by a sonog-
rapher experienced in musculoskeletal US investigations,
in order to ensure that the database included only high-
quality acquisitions. US acquisitions on patients to be
included in the study population were, instead, performed
with the double aim of assessing the repeatability of the
obtained results and evaluating the accuracy of the adop-
ted approach on data sets acquired by inexperienced op-
erators. Therefore, patients to be included in the study
population were managed in the following way: the first
15 patients enrolled in Group A underwent three consec-
utive US investigations performed by the same experi-
enced operator, with patient repositioning between the
scans, and the corresponding data were used to assess
intra-operator repeatability; the first 30 patients enrolled
in Group B underwent two consecutive US investigations
performed by two different experienced operators, with
patient repositioning between the scans, and the corre-
sponding data were used to assess inter-operator repeat-
ability; all the subsequent patients enrolled in both
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Group A and Group B underwent a single US examina-
tion, alternately performed by one of two inexperienced
operators who had previously received only a 3-h specific
training session, and the corresponding data were used for
accuracy assessments.
US data analysis
Offline analysis of US data was conducted through a

customized implementation of a fully automatic algo-
rithm that we have recently employed for the estimation
of lumbar spine BMD (Conversano et al. 2015).

In the present work, we implemented a different
versionof the previous algorithm, inwhich a novel segmen-
tation method was employed to achieve a highly selective
automatic identification of femoral neck interfaces within
the sequence of acquired echographic images, and dedi-
cated models of osteoporotic and healthy femoral necks
were used in the RF signal analysis for O.S. calculation.

Calculation of reference models. Figure 1 shows the
block diagram of the aforementioned procedure used for
the calculation of reference model spectra from the
database patients for both 5-y age ranges (61–65 y and
66–70 y).

For each age range, the US data sets of all database
patients classified as ‘‘osteoporotic’’ by DXA were pro-
cessed to obtain the corresponding ‘‘osteoporotic model.’’
This procedure was presented in our previous paper refer-
ring to the lumbar spine application (Conversano et al.
2015), but some parameters had to be adapted to the pe-
culiarities of the femoral neck case. Therefore, we sum-
marize herein the main processing steps, detailing just
the settings that characterize femoral neck analysis:

1. For the kth osteoporotic patient considered, five
different femoral neck images were manually selected
among those acquired during the tilting movement of
the probe, with each image including Ei (i 5 1, ., 5)
echographic lines crossing the femoral neck interface.

2. For the jth echographic line crossing the femoral neck
surface in the ith selected image (j 5 1, ., Ei; i 5 1,
., 5), a segment of the corresponding RF signal was
selected using a 150-point Hamming window located
immediately after the echo from the femoral neck sur-
face. The ith ROI was therefore identified by the Ei

signal segments of the ith frame. Actually, the place-
ment of the starting point of the Hamming window
had been carefully optimized through dedicated pre-
liminary studies, aimed at, in particular, avoiding as
much as possible the contamination of the scattering
from the bone interior by the ring-down effect from
bone surface echo. Our final choice was to define the
window starting point as the first position in which
the signal envelopewas less than 15% of its peak value
corresponding to the bone interface. In fact, we
initially tried to place the selection window at a fixed
delay after the peak amplitude to ensure enough dis-
tance from bone surface echo, but in most cases the
final part of the target RF signal segment was charac-
terized by an SNR that was too low. We then decided
to reduce the delay after the peak as much as it was
necessary to always have a suitable SNR in the target
region, but, because of the variable properties of the
cortical layer (e.g., thickness), in several cases it was
evident that we were too close to the bone surface,
whose signal was contaminating the one coming
from the underlying region. Therefore, we decided
to optimize the window placement with respect to a
signal amplitude threshold, and the 15% of the peak
value resulted as the best compromise between the
two requirements of minimum distance from bone
interface and suitable SNR in the target region.

3. The fast Fourier transform power spectrum was calcu-
lated for each obtained jth RF signal segment
belonging to the ith selected ROI and compensated
to take into account the probe transfer function. The
obtained spectrum was then normalized with respect
to its maximum value and labeled as PNormij

ðf Þ.
4. The spectrum representing the ith ROI (called ‘‘ROI

mean spectrum’’ Piðf Þ) was obtained through the
same iterative procedure employed in our previous
work to obtain the ‘‘vertebra mean spectrum.’’ Typi-
cally, the ROI was composed of about 60 echographic
lines, 35% of which contributed to the final Piðf Þ at the
end of the iterative selection.

5. The five resulting Piðf Þ spectra were averaged to
obtain a spectrum that was normalized with respect
to its maximum value and assumed as representative
of the kth osteoporotic patient considered (‘‘osteopo-
rotic patient mean spectrum’’ PSOstkðf Þ).
In an analogous manner, for each zth ‘‘healthy’’ pa-

tient belonging to the reference database, the related US
data were analyzed to obtain a representative, patient-
dependent ‘‘healthy patient mean spectrum’’ PSHealzðf Þ.
In this way, each ‘‘osteoporotic’’ or ‘‘healthy’’ patient
was represented by a single spectrum. For each 5-y age in-
terval, we then considered, one by one, the ‘‘osteoporotic
patient mean spectra’’ PSOstkðf Þ and calculated the Pear-
son correlation coefficient rkz between the considered
PSOstkðf Þ and each PSHealzðf Þ belonging to the same age
interval. Among all the calculated rkz values, we selected,
for each 5-y age interval, the lowest three rkz values, which
identified the three pairs of spectra showing the minimum
mutual correlation (selected rkz values were in the range
0.87–0.89 for GroupA and 0.85–0.88 for GroupB). These
three pairs of spectra were used to identify a final pair of
‘‘osteoporotic’’ and ‘‘healthy’’ model spectra, each



Fig. 1. Schematic illustration of the data processing steps implemented to calculate the pairs of reference model spectra
for each 5-y age range. DXA 5 dual X-ray absorptiometry; FFT 5 fast Fourier transform; RF 5 radiofrequency;

ROI 5 region of interest.
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obtained as the average of the three corresponding ‘‘oste-
oporotic/healthy patient mean spectra’’ normalized with
respect to its maximum value.

The decision to consider just three pairs of spectra for
each age interval was based on the results obtained in our
previous paper referring to the lumbar application
(Conversano et al. 2015), in which we varied the number
of spectra included in each model from one to five and
verified that threewas the number providing the best diag-
nostic accuracy. In the present work, we directly started
with the employment of three patient spectra in each
model and then verified a posteriori that both higher and
lower numbers of patient spectra worsened the final diag-
nostic performance. Analogously to the lumbar case, this
finding can be explained by the fact that the inclusion of a
lower number of patients in the model gives an excessive
weight to the peculiar features of those specific patients,
whereas, on the contrary, the employment of a higher
number of patients augments the similarity between the
‘‘healthy’’ model and the corresponding ‘‘osteoporotic’’



Fig. 2. Schematic illustration of the automatic identification of
femoral neck interfaces within the sequence of US data frames
acquired on each patient. RF 5 radiofrequency; ROI 5 region

of interest.
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one, producing a drop in the discrimination power. The in-
clusion of the spectra from three patients in each model
was the best trade-off between the two phenomena.

The next sub-section describes the typical opera-
tions performed by the algorithm on the US data acquired
on a generic patient in order to automatically identify the
femoral neck interface and the corresponding ROI for the
calculation of the O.S. value through the appropriate
reference models.

Automatic identification of femoral neck interface
and O.S. calculation. For each considered kth patient,
the algorithm performed the automatic identification of
femoral neck interfaces within the sequence of acquired
echographic images. This is achieved by performing the
following steps (1–10) on each acquired frame according
to the related indicated criteria (the corresponding block
diagram is shown in Fig. 2). Figure 3 illustrates how the
following processing steps are applied to the image frame
reported in Figure 3a in order to automatically identify
the proximal femur interface, detecting the profile tracts
corresponding to head, neck and trochanter regions and
selecting the proper femoral neck ROI. The single image
processing steps are simply listed here together with the
references to different parts of Figure 3 to provide a qual-
itative visualization of the results of each step (quantita-
tive details on the corresponding operations are
reported in the Appendix):

1. Image pre-processing: noise removal around the
femoral interface and convex image construction
(Fig. 3b).

2. Gray-level thresholding and conversion to a binary
image (Fig. 3c).

3. Median filter application (Fig. 3d).
4. Horizontal axis image dilation (Fig. 3e).
5. Asymmetric morphologic closing, consisting of an

m-pixel dilation followed by n-pixel erosion (with
m , n) (Fig. 3f).

6. Morphologic evaluations, including (i) selective
thresholding based on geometric distribution of
white pixel clusters and (ii) proximal femur profile
fitting function (Fig. 3g).

7. ROI identification and classification of the proximal
femur interface in head, neck and trochanter profiles
(Fig. 3h).

8. Anti-convex image construction for the identification
of the echographic lines crossing the femoral neck
interface (Fig. 3i).

9. Spectral validation (Fig. 3j): non-femoral interfaces
are filtered out if no correlation is found with either
of the two appropriate reference models (see
Appendix for further details).

10. New analysis is started on the next frame.
Once the described process has been iterated until
all the frames belonging to the US data set of the kth pa-
tient have been analyzed, a number nk of femoral neck
interfaces has been identified; if nk , 5, the data set
was discarded and O.S. value was not calculated. Other-
wise, the following diagnostic calculations were per-
formed on each RF spectrum of the identified ROIs,
selected as in the case of model construction (150-
point Hamming-windowed signal portions starting
immediately after the echo from the femoral neck sur-
face, when the amplitude of the RF signal envelope
reached 15% of its peak value).

The jth RF spectrum of the ith ROI (PNormij
ðf Þ) was

classified as ‘‘osteoporotic’’ if the value of its Pearson cor-
relation coefficient rOstij with the age-matched osteopo-
rotic model spectrum was higher than the
corresponding rHealij value with the related healthy model
spectrum; otherwise it was classified as ‘‘healthy’’. The
number of spectra classified as ‘‘osteoporotic’’ for the
ith ROI was labeled as Eiost (with Eiost#Ei). Then, the



Fig. 3. Application of the processing steps for automatic femoral neck interface identification to a typical echographic image
frame: (a) original frame; (b) signal noise removal around the femoral interface and convex image construction; (c) gray-level
thresholding and conversion to binary image; (d) median filter application; (e) horizontal axis image dilation; (f) asymmetric
morphologic closing; (g)morphologic evaluations; (h) ROI identification and classification of the femoral interface, discrim-
inating between femoral head (light blue), femoral neck (green) and trochanter (yellow); (i) anti-convex image construction;
(j) final identification of femoral neck ROI (green), below the previously identified bone interface. (For the sake of having a

simple visual feedback, image data are always shown in a rearranged convex image; see the Appendix for details).
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percentage of analyzed spectra classified as ‘‘osteopo-
rotic’’ represented the O.S. of the considered ROI:

O:S:i 5
Eiost

Ei

$100 (1)

The same evaluations were repeated for each identi-
fied ROI and the final O.S. related to the kth analyzed pa-
tient was obtained as the average of the O.S. values
calculated for single ROIs:

O:S:k 5

Pnk
i5 1 O:S:i
nk

(2)

where nk represents the number of ROIs identified in the
US data set of the kth patient.

The described procedure was used to assess the
effectiveness of the previously calculated reference
models through dedicated tests on study population
patient data sets, aiming at the evaluation of the method
repeatability (i.e., intra- and inter-operator variability)
and at the assessment of its diagnostic power with respect
to DXA, assumed as a gold standard reference.

The algorithm programming environment was
MATLAB R2012a (The MathWorks, Natick, MA,
USA). The US data analysis of a single patient, including
automatic identification of target bone interfaces and
calculation of O.S. values, was completed within 90 s
on a personal computer equipped with an Intel i7
Core� i7-3610QM processor at 2.3 GHz, 8 GB of
RAM, 64 bits.
Statistical analysis

Preliminary reference model test and establishment
of O.S. diagnostic thresholds. For each age interval
considered, the finally obtained pair of reference spectral
models were preliminarily tested on the database patients
belonging to the same age range but not included in the
final reference models (n 5 94 for each age range). The
O.S. value was calculated for each patient and two spe-
cific O.S. diagnostic thresholds were automatically deter-
mined for each age interval, as the values providing the
best agreement between DXA-based patient classifica-
tion as osteoporotic, osteopenic or healthy, and a corre-
sponding classification based on O.S. values. The
achieved level of agreement was quantified through the
calculation of accuracy (i.e., correctly classified pa-
tients/analyzed patients).

The automatic determination of the O.S. diagnostic
thresholds for a given age interval was achieved through
the following procedure:

� Initially, to determine the healthy/osteopenic
threshold, only the patients classified by DXA as
‘‘healthy’’ or ‘‘osteopenic’’ were considered.
� All corresponding O.S. values were put in ascending
order and the initial tentative threshold t was fixed
equal to the lowest O.S. value.

� All patients that had O.S. # t were temporarily classi-
fied as ‘‘healthy’’ and all patients that had O.S.. twere
temporarily classified as ‘‘osteopenic.’’

� The percentage of diagnostic agreement between the
O.S.-based patient classification performed in the pre-
vious step and the DXA classification was calculated.

� The value t was incremented by 0.1 and the previous
two steps were repeated.

� The procedure was iterated until t reached the highest
O.S. value.

� The final diagnostic threshold to discriminate between
‘‘healthy’’ and ‘‘osteopenic’’ patients was fixed equal to
the t value providing the maximum diagnostic agree-
ment (in cases of more than one value providing the
same diagnostic accuracy, the lowest one was chosen).

The osteopenic/osteoporotic threshold was deter-
mined in a similar way, starting from the highest O.S.
value available among the patients classified as either
‘‘osteopenic’’ or ‘‘osteoporotic’’ by DXA and decreasing
the tentative threshold value by 0.1 at each iteration.

Intra-operator variability. Intra-operator variability
was assessed in terms of ‘‘short-term precision’’ as
defined by Engelke and Gluer (2006) using the data ac-
quired on the first 15 patients of Group A included in
the study population, who underwent three consecutive
US examinations performed by the same operator.

For each considered patient, the method precision
was calculated, as recommended by the ISCD, through
specific statistical parameters, such as the root mean
square (RMS) average of the standard deviation
(RMS-SD) of repeated measurements, the RMS coeffi-
cient of variation (RMS-CV) and the least significant
change (LSC) for a 95% confidence level. To facilitate
the interpretation of numerical data and the comparison
with previously published articles, all the results
related to precision and repeatability of the proposed
methods were expressed in terms of BMD (g/cm2) by
employing a linear regression approach to estimate
femoral neck BMD from O.S. values, as described later
in the text.

Inter-operator variability. Inter-operator variability
was assessed based on the data acquired from the first
30 patients of Group B included in the study population,
who underwent two consecutive US investigations per-
formed by two different operators. Quantifications were
carried out in a similar manner to those related to intra-
operator variability. For each considered patient, the SD
of the repeated US measurements was calculated and
inter-operator variability was then expressed as RMS-



Fig. 4. Finally obtained pairs of reference models for both the
considered age intervals: (a) healthy model and osteoporotic
model for patients aged 61–65 y (Group A); (b) healthy model
and osteoporotic model for patients aged 66–70 y (Group B).
Each model included data from three patients, as described in

the text.
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SD and RMS-CV. LSC for a 95% confidence level and the
inter-observer Cohen’s kappa (Cohen 1960) were also
calculated.

Accuracy of the novel US method versus DXA. The
remaining study population patients, not used for repeat-
ability analyses, were employed for the assessment of the
diagnostic accuracy of the proposed US method
compared to DXA measurements of BMD, assumed as
a gold standard reference. For each age interval consid-
ered, the acquired US data were analyzed employing
the age-matched pair of reference models and the corre-
sponding O.S. diagnostic thresholds established during
the preliminary test on database patients.

On the basis of DXA diagnosis, in each age range
considered, the study population patients underwent a
further diagnostic category sub-division, distinguishing
among osteoporotic, osteopenic and healthy patients.
This was necessary to assess the effectiveness of O.S.
values in terms of patient discrimination power. Mean
and SD of O.S. values were calculated for each patient
group and the statistical significance of the differences
between the calculated mean values was evaluated using
an unpaired two-tailed Student’s t-test.

The degree of agreement in patient classification be-
tween DXA and the proposed US approach was assessed
through the calculation of accuracy and Cohen’s kappa,
whereas the effectiveness of a linear regression approach
employed to estimate femoral neck BMD from O.S.
values was quantified through the Pearson correlation co-
efficient (r), the coefficient of determination (r2) and the
root mean square error (RMSE). Furthermore, the agree-
ment between DXA-measured BMDs and US-derived
values was also evaluated as recommended by Altman
and Bland (1983).
RESULTS

Preliminary test of reference models
The obtained pairs of reference models are shown in

Figure 4 for both the considered age intervals. As ex-
pected, these two pairs of spectral models, built up for
femoral neck analyses, qualitatively confirmed the char-
acteristics of those obtained in our previous work for lum-
bar spine (Conversano et al. 2015). Because of the higher
compactness and lower porosity compared to osteopo-
rotic ones, healthy bones acted as a kind of low-pass filter
on the backscattered US as the frequency value increased.

To obtain a preliminary measure of the diagnostic
effectiveness of the calculated spectral models for both
the age intervals, they were tested on the database patients
not included in the models themselves for computation of
O.S. values and diagnostic classification. The percentage
of reference database patients that received concordant
diagnoses from O.S. and DXA was 96.8% in Group A
and 95.7% in Group B.

The automatically determined O.S. thresholds that
provided the reported accuracy levels were the following:
patients aged 61–65 y (Group A) were classified as ‘‘oste-
oporotic’’ if O.S.$ 55.0; ‘‘osteopenic’’ if 46.3, O.S. ,
55.0; or ‘‘healthy’’ if O.S. # 46.3. Patients aged 66–70 y
(Group B) were classified as ‘‘osteoporotic’’ if O.S. $
53.6; ‘‘osteopenic’’ if 45.7 , O.S. , 53.6; or ‘‘healthy’’
if O.S. # 45.7.
Precision and repeatability
Intra-operator variability and inter-operator repeat-

ability were specifically quantified to evaluate the preci-
sion and the reproducibility of the proposed approach.

Precision (i.e., intra-operator variability), expressed
as RMS-SD, was 0.003 g/cm2 (RMS-CV 5 0.27%) and
the corresponding LSC for a 95% confidence level was
0.007 g/cm2 (RMS-CV 5 0.75%). Analogous



Table 2. Inter-operator variability of the proposed
ultrasound-based method. Cross-tabulation of the

diagnostic classifications of 30 patients independently
investigated by two different operators

Operator A

TotalHealthy Osteopenic Osteoporotic

Operator B
Healthy 6 1 0 7
Osteopenic 0 16 1 17
Osteoporotic 0 1 5 6

Total 6 18 6 30
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calculations were performed to assess inter-operator vari-
ability, producing the following results: RMS-
SD 5 0.004 g/cm2 (RMS-CV 5 0.36%) and
LSC 5 0.010 g/cm2 (RMS-CV 5 0.99%).

The degree of inter-observer correlation was also as-
sessed through Cohen’s kappa. The obtained results gave
k 5 0.826 (p , 0.0001), confirming the optimal agree-
ment between the operators. The corresponding data are
also reported in Table 2.
Accuracy of the US method compared with DXA
To evaluate the actual accuracy of the proposed

method, diagnostic measurements were also conducted
on a separate group of patients included in the study pop-
ulation (see Table 1), whose US scans were performed by
inexperienced operators and whose corresponding data
sets were not used for model derivation nor for repeat-
ability assessments. All the US acquisitions resulted of
suitable quality for actual diagnostic calculations (i.e.,
nk $ 5 for every considered kth patient), documenting a
significant user-friendliness of the adopted US approach
even for inexperienced operators.

Table 3 reports the distribution of the study popula-
tion patients enrolled for accuracy measurements accord-
ing to age range and DXA diagnostic classification, also
showing, for each obtained patient group, the average
O.S. value together with the statistical significance of
the difference with respect to the corresponding average
Table 3. Results of DXA measurements and US-based O.S. ca
measurem

Age range (y) Analyzed Patients (n) DXA diagnosis

61–65 (Group A) 70 Osteoporotic
Osteopenic
Healthy

66–70 (Group B) 62 Osteoporotic
Osteopenic
Healthy

BMD 5 bone mineral density; DXA 5 dual X-ray absorptiometry; O.S. 5
* p , 0.0001.
O.S. values calculated for the patients belonging to
different DXA-based groups in the same age range.

From Table 3, it is also possible to observe how, in
each considered age interval, the average O.S. values
were correctly ordered with respect to the DXA diag-
nostic categories, since the highest average O.S. value
was always associated to the osteoporotic patients and
the lowest average O.S. value was always found in corre-
spondence of the healthy patients (p , 0.0001 for all the
considered O.S. value differences).

Table 4 summarizes the level agreement between
O.S.-based and DXA diagnoses, as assessed through the
computation of accuracy and Cohen’s kappa values. Ac-
curacy was above 93% for both the age groups and the
corresponding Cohen’s k values were well above 0.85,
therefore documenting an excellent diagnostic agreement
between the two techniques.

To estimate femoral neck BMD from O.S. values, a
linear regression approach was also used. In each age
range, an appreciable and statistically significant corre-
lation was found between DXA-measured BMD values
and the corresponding US estimates: r 5 0.89 in Group
A (p , 0.001) and r 5 0.85 in Group B (p , 0.001). A
further confirmation of the good diagnostic performance
provided by the US method was given by the corre-
sponding high values of the coefficient of determination
(r25 0.79 in Group A and r25 0.73 in Group B) and the
low residual errors (RMSE 5 0.039 g/cm2 [5.9%] in
Group A and RMSE 5 0.047 g/cm2 [7.4%] in Group
B). Figure 5 shows the scatterplot of BMD values pro-
vided by DXA and US measurements for all the patients
belonging to the study population and employed for ac-
curacy evaluations, together with the global value of
Pearson correlation coefficient (r 5 0.87, p , 0.001).
US-estimated BMD values were calculated from the cor-
responding O.S. values through the following equation:

BMDUS 5m$O:S:1q (3)

Wherem and qwere respectively20.0192 and 1.6217 for
Group A and 20.0211 and 1.6991 for Group B (these
lculations for study population patients used in accuracy
ents

DXA US

n BMD (mean 6 SD) [g/cm2] O.S. (mean 6 SD)

10 0.523 6 0.022 56.0 6 1.2*
46 0.654 6 0.042 50.1 6 2.0*
14 0.773 6 0.034 44.3 6 2.2*
14 0.515 6 0.032 55.8 6 1.5*
40 0.649 6 0.045 50.8 6 2.4*
8 0.782 6 0.059 43.8 6 2.0*

Osteoporosis Score; SD 5 standard deviation; US 5 ultrasound.



Table 4. Diagnostic effectiveness of US-based O.S.
Agreement with DXA results for the study population

patients used in accuracy measurements

Age range (y)
Analyzed
Patients (n)

Agreement between US and DXA

Accuracy Cohen’s kappa

61–65 (Group A) 70 95.7% 0.914*
66–70 (Group B) 62 93.5% 0.879*
Total 132 94.7% 0.898*

DXA 5 dual X-ray absorptiometry; O.S. 5 Osteoporosis Score;
US 5 ultrasound.
* p , 0.0001.
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values were obtained from a linear regression applied on
database patients’ data). The corresponding Bland-
Altman plot is reported in Figure 6. The overall average
difference in BMD measurement (expressed as bias 6 2
SDs) was20.0026 0.086 g/cm2 and the single age inter-
vals provided the following values: 20.001 6 0.078 g/
cm2 for Group A and20.0036 0.095 g/cm2 for Group B.
DISCUSSION

This work demonstrated the feasibility of osteopo-
rosis diagnosis on the femoral neck by employing the
O.S., a novel US-based parameter that we have recently
introduced for lumbar spine applications (Conversano
et al. 2015). O.S. was designed to quantify the degree
of similarity to US spectral models derived from patients
with an osteoporotic BMD level (T-score # 22.5) with
respect to those derived from patients having a normal
Fig. 5. Scatterplot of BMD values provided by DXA and US m
curacy measurements. The line of equality and the global Pear

mineral density; DXA 5 dual X-ray ab
BMD (T-score $ 21.0). In fact, the original algorithm
had been thought to perform diagnostic calculations on
specific RF signal portions identified within the automat-
ically segmented vertebrae, with the aim of quantifying
the percentage of analyzed RF signals whose spectral fea-
tures correlated better with those of an osteoporotic verte-
bral structure than with those of a healthy one. The
obtained similarity degree was synthesized by the O.S.
value, which was then used for patient diagnostic
classification.

In the present work, as a preliminary step, a refer-
ence database consisting of 100 patients for each of the
two considered 5-y age intervals was built, allowing the
derivation of two pairs of model spectra (each composed
by a ‘‘healthy’’ model and an ‘‘osteoporotic’’ one).

A first assessment of the diagnostic effectiveness of
these models was conducted on the database patients not
included in the models themselves (n5 188, acquisitions
performed by an experienced operator). The direct com-
parison with DXA resulted in a diagnostic accuracy of
96.3% in patient classification. This impressive degree
of diagnostic accuracy was also confirmed by the overall
algorithm performance obtained on study population pa-
tients (total accuracy5 94.7%), whose acquisitions were
performed by inexperienced operators (n5 132). Impor-
tantly, for each age range, the O.S. diagnostic thresholds
to discriminate among osteoporotic, osteopenic and
healthy patients were established during the preliminary
test on database patients and were then kept constant to
those values during the subsequent independent analysis
of study population patients.
easurements for the study population patients used in ac-
son correlation coefficient are also shown. BMD 5 bone
sorptiometry; US 5 ultrasound.



Fig. 6. Bland-Altman plot for comparison of US- and DXA-measured BMD values for the study population patients used
in accuracy measurements. BMD 5 bone mineral density; DXA 5 dual X-ray absorptiometry; US 5 ultrasound.
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Study population data sets were also employed to
obtain O.S.-based estimates of BMD values, which re-
sulted in being highly correlated with the corresponding
DXA outcomes. The coefficient of determination (r2)
was 0.79 in Group A (n 5 70) and 0.73 in Group B
(n5 62), with RMSE being 5.9% and 7.4%, respectively,
confirming the robustness of the reported results.

Referring to previous literature, we can observe that
the highest and most significant correlations between US
parameters measured at the proximal femur and site-
matched BMD levels were reported for ‘‘through trans-
mission’’ measurements on ex vivo specimens dissected
from fresh cadavers (Barkmann et al. 2007; Dencks et
Fig. 7. Difference spectra obtained for each
al. 2007; Grimal et al. 2013; Haiat et al. 2005; Padilla
et al. 2008). Among these studies, the one reporting the
best results is probably the work by Haiat et al. (2005),
documenting a strong correlation between SOS and
BMD (r2 5 0.86, n 5 38), which was also improved by
the use of a linear multiple regression using both BUA
and SOS (r2 5 0.95, n5 38). However, these impressive
correlation levels have never been reported for analogous
measurements performed in vivo. In fact, the most power-
ful results obtained from through transmission US mea-
surements on the proximal femur of living patients are
those obtained by Barkmann et al. (2010), who found
r2 5 0.72 (RMSE �10%, n 5 62) between DXA results
pair of the employed reference models.
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and QUS-based estimates, and are therefore definitely
comparable with the results obtained in the present study,
although our backscatter approach was advantageous in
terms of bulkiness and complexity of the employed
device.

Alternative backscatter parameters measured on
proximal femur resulted to be highly correlated with
the corresponding BMD values whenmeasured on conve-
niently shaped pure trabecular samples, but their effec-
tiveness decreased when measured on intact proximal
femurs or in living patients. Regarding in vitro tests,
two of the most interesting works were reported by
Hoffmeister et al. (2012), who found r2 up to 0.90 be-
tween mean of backscatter difference spectrum and den-
sity of cube-shaped specimens extracted from human
femoral heads (n 5 22), and by Malo et al. (2014), who
measured the same US parameter on intact human prox-
imal femurs and found r2 5 0.45 (n 5 16) with site-
matched assessments of femoral neck BMD. Regarding
the in vivo measurements of US backscatter on proximal
femur, the most promising approach until now published
was based on the assessment of AIB on the femoral neck.
Karjalainen et al. (2012) found r2 5 0.27 on 26 elderly
women with and without previous hip fractures.

The most peculiar characteristic of our proposed
approach is the natively integrated processing of echo-
graphic images and unfiltered RF signals, both acquired
during an echographic scan of the target bone district.
The combined statistical analysis is also facilitated by
the use of a convex array transducer in place of the
single-element US probes commonly used in reported
studies, since this allows the fast acquisition of a signifi-
cant number of B-mode images and corresponding RF
signals without requiring neither time-consuming scan
procedures nor complex image reconstruction
algorithms.

A further characteristic feature of the adopted
approach is the extreme ease of use, resulting from a sim-
ple and easy to learn acquisition procedure (inexperi-
enced operators who had received only a 3-h dedicated
training were able to perform US scans of suitable quality
in 100% of cases) followed by fast and fully automated
data processing, which eliminated possible residual sour-
ces of error related to operator experience and allowed the
achievement of an objective diagnosis in about 2 min
(40 s for echographic scan and about 90 s for data
analysis).

Currently, US-based commercially available de-
vices for osteoporosis diagnosis present some important
limitations, because they are applicable only for periph-
eral bone districts and their degree of correlation with
bone properties at axial sites was extremely variable
(Breban et al. 2010; Dane et al. 2008; El Maghraoui
et al. 2009; Iida et al. 2010; Kwok et al. 2012; Liu et al.
2012; Moayyeri et al. 2012; Schnitzer et al. 2012;
Stewart et al. 2006; Trimpou et al. 2010). In particular,
through a review of available papers reporting the
correlation between a QUS parameter measured on a
peripheral bone district and DXA-measured femoral
neck BMD, we found that the highest coefficient of deter-
mination was reported by Schnitzer et al. (2012), who re-
ported r2 5 0.52 between calcaneal QUS T-score and
femoral neck BMD T-score in 66 patients with spinal
cord injury.

Referring to larger study populations, the best re-
sults are those obtained by Dane et al. (2008), who
analyzed the correlation between BUA and femoral
neck BMD in 351 pre- and post-menopausal women, re-
porting r2 5 0.36 for the latter and r2 5 0.19 for the
former. In fact, a very recent paper (Daugschies et al.
2015) introduced a novel QUS device that measures the
speed of sound at the heel with better precision, thanks
to the use of dedicated mechanics to finely adjust the
US beam direction and a foot temperature sensor to avoid
errors related to wrong estimations of soft tissue temper-
ature. A first test on 60 volunteers documented a signifi-
cant improvement of short- and mid-term precision in
speed of sound measurement with respect to a commer-
cially available device, but the actual diagnostic effec-
tiveness of this innovative approach has not yet been
tested in comparison with DXA measurements on axial
sites.

A different approach was used by Karjalainen et al.
(2012), who combined US-measured cortical thickness at
distal and proximal tibia with age and weight of the pa-
tient, providing a significant estimate of femoral neck
BMD (r2 5 0.74, p , 0.001); however, this study was
conducted on a relatively small population of elderly fe-
male volunteers (n 5 30) characterized by a narrow age
distribution (74.16 3.0 y), and data on larger patient co-
horts have not yet been reported. Therefore, because of
variable correlations with DXA outcomes and extreme
heterogeneity of diagnoses, the recognized value of
commercially available QUS devices is limited to
fragility fracture prediction for patients over the age of
65 y through calcaneal measurements, whose outcome
has to be used in conjunction with clinical risk factors
(ISCD 2013).

On the other hand, as expected and previously
mentioned, markedly improved correlations between
DXA outcomes and US measurements were found
when the latter were performed on the axial reference
sites. The use of O.S. for spinal investigations resulted
in a diagnostic agreement with DXA of 91.1% (n 5 79;
k 5 0.859, p , 0.0001) and O.S.-based BMD estimates
also showed a significant correlation with DXA-
measured values (r2 5 0.71, p , 0.001) (Conversano
et al. 2015); similar results were reported for a linear
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combination of SOS values measured in different tissues
in the proximal femur region (cortical bone, trabecular
bone and soft tissue), which provided a strong correlation
with total hip BMD (r2 5 0.72, p , 0.0001) (Barkmann
et al. 2010). This level of agreement was confirmed by the
present study.

We also documented the measurement precision of
the proposed approach. The obtained value (RMS-
CV 5 0.27%) is comparable with values reported for
SOS measurements performed at the heel (Njeh et al.
2000) or at the proximal femur (Barkmann et al., 2008),
whereas our reported precision was better than the typical
corresponding values for both DXA BMD (El Maghraoui
et al. 2006; Kiebzak and Morgan 2011) and other QUS
parameters evaluated at either the proximal femur
(Karjalainen et al. 2012) or the heel (Njeh et al. 2000).

In principle, QUS approaches can be also used to
obtain 2-D parametric images (as shown, for instance,
by Barkmann et al. 2010), which could be potentially use-
ful for better treatment guidance and monitoring. Never-
theless, with traditional QUS approaches, the finally
obtained image resolution is limited by the diameter of
the US beam, typically in the order of a few millimeters
(Barkmann et al. 2010). In our case, we can superimpose
on the original grey-scale echographic image a tailored
color map illustrating the spatial location of the bone seg-
ments whose RF spectra were classified as ‘‘osteopo-
rotic’’ or ‘‘healthy’’ during O.S. calculation. However,
since the response of a given bone segment is influenced
by the connections of its trabeculae with those of the
neighboring segments, the best way to obtain a reliable
parametric image should be the employment of a kind
of ‘‘moving average’’ computing the status of each
considered bone segment through a (weighted) average
of the data obtained from a group of neighboring echo-
graphic lines. Nevertheless, this approach will need dedi-
cated investigations to prove its effectiveness.

Regarding the diagnostic accuracy of our method for
femoral neck densitometry (overall agreement with DXA
output 5 94.7%, r2 5 0.76, n 5 132), the registered
improvement with respect to our previous lumbar spine
application (overall agreement with DXA 5 91.1%,
r25 0.71, n5 79) (Conversano et al., 2015) was probably
due to the specific attention we paid to ensure the achieve-
ment of reliable DXA reports and to the better reproduc-
ibility of femoral neck US scans with respect to lumbar
ones.

In general, our adopted method, which had been
introduced for lumbar spine densitometry and whose
application has now been extended to femoral neck, dif-
fers from any previous available work because it is not
focused on the extraction of a single parameter from the
US signal or the corresponding spectrum, but is based
on overall correlations between different spectra, each
of them considered as a whole. Moreover, the described
RF signal analysis method is natively integrated with
echographic imaging, since B-mode echographic images
are needed for two reasons: 1) the ROI for diagnostic cal-
culations within the investigated bone is identified frame-
by-frame by a fully automatic segmentation algorithm,
and 2) the simultaneous acquisition of several RF signals,
corresponding to the echographic scan lines of the
considered frame, is necessary to provide a solid and reli-
able statistical basis for subsequent spectral analyses.

In regard to the theoretical interpretation of our
reference models, even in this case, analogously to what
we did for the preliminary interpretation of our lumbar
spine spectral models (Conversano et al. 2015), we can
adapt the approach proposed by Hoffmeister et al.
(2012) for calculating the backscatter difference spec-
trum between two signal portions gated at different
depths on the same signal backscattered from a trabecular
bone sample. In our case, for each pair of spectral models,
the osteoporotic model is considered as the spectrum of
the first gated signal (inferior depth) and the healthy
model as the spectrum of the second gated signal (supe-
rior depth). The obtained difference spectra are reported
in Figure 7, which also shows the analysis bandwidth
calculated as in Hoffmeister et al. (2012). The fact that
in the evidenced analysis bandwidth (2.1–3.2 MHz)
both the considered difference spectra were similar to
monotonically increasing quasi-linear functions of fre-
quency represents a first-approximation confirmation of
the suitability of the underlying theoretical assumptions,
which can be summarized in the ‘‘single scattering
assumption’’ (Hoffmeister et al. 2012) combined with
the described statistical approach adopted in RF signal
analysis to account for local variations in the soft tissues
between the transducer and the target bone interface
(Conversano et al. 2015).

Referring to the two difference spectra reported in
Figure 7, which were obtained by subtracting from each
other the two spectra belonging to each pair of reference
models reported in Figure 4, we can note that Group A
models show almost no difference in the range
1–3 MHz (i.e., the corresponding difference spectrum is
close to zero), then the difference slowly increases up
to a kind of ‘‘plateau’’ in the range 4–5 MHz. Group B
models showed a slightly different behavior. The corre-
sponding curve emphasized a visible negative difference
in the range 1.4–2.2 MHz, followed by an almost linear
increment up to a broad peak in the range 3.6–4.2 MHz
and a slight decrease in the final part of the curve. There-
fore, for patients in Group A, the calculated O.S. values
were essentially related to spectral differences in the
range 3–5 MHz, whereas for patients in Group B measur-
able spectral differences were also found in the range
1.4–2.2 MHz.
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These behaviors resulted qualitatively similar to
those observed in our previous work referring to lumbar
spine spectral models (Conversano et al. 2015). In fact,
we can think that in the younger considered patients
(Group A) the alterations due to osteoporosis are visible
only in the right side of the spectrum (i.e., the part after
the peak in Fig. 4a), whereas in the older patients (Group
B) such alterations are more evident and also gradually
start affecting the left side of the spectrum (i.e., the part
before the peak in Fig. 4b). Interestingly, the ‘‘threshold
age’’ at which the spectral alterations caused by osteopo-
rosis start becoming visible also in the left side of the
spectrum can be a function of the investigated anatomic
site; for instance, in the present study on femoral neck
we started seeing these alterations in patients aged in
66–70 y, but in our previous work on lumbar spine similar
alterations were already visible in spectra of patients aged
in 55–60 y (Conversano et al. 2015). These differences
can be partly due to peculiar features of the considered
anatomic site (e.g., spectral alterations due to osteopo-
rosis could manifest earlier on lumbar spine than on
femoral neck), but could be also attributed to specific pa-
tient characteristics (e.g., BMI), affecting the shape of
calculated spectra and in turn influencing the ‘‘threshold
age.’’ However, this will be the objective of future studies,
in which the proposed diagnostic approach based on the
calculation of O.S. values starting from the described
RF spectra will be applied to larger study populations,
including wider age and BMI intervals.

The possible routine adoption of the proposed
method for femoral neck densitometry would bring
important benefits from a clinical point of view, both as
a stand-alone site-specific application and as the integra-
tion of the corresponding lumbar spine application. In
fact, the availability of an effective US method for osteo-
porosis diagnosis will allow the efficient management of
this pathology in primary care settings, with immediate
advantages in terms of accessibility to diagnostic tests,
prevention and earlier diagnosis. Moreover, a common
clinical routine procedure for osteoporosis diagnosis is
to perform DXA scans on both lumbar spine and femoral
neck and to carry out an integrated evaluation of the two
reports. In this context, the possibility of analyzing both
reference sites through a widely available echographic
approach will further contribute to reduce waiting lists
and to increase diagnosis accessibility. This will in turn
lead to improved clinical decisions thanks to the possible
very early detection not only of osteoporosis but also of
osteopenia. The former typically implies a specific drug
therapy prescription, whereas the latter can be a warning
for a timely correction of lifestyle habits.

To appreciate the specific benefits brought in by the
femoral application of the echosound methodology, we
should take into account that hip fractures are the most
frequent and expensive osteoporotic fractures (620,000
new hip fractures in the EU in 2010, with total costs of
about V19 billion; Svedbom et al. 2013), and that BMD
measurements have a reasonable fracture risk prediction
capability only when referred to the directly measured
anatomic site. This provides the proposed method for
femoral neck densitometry with a specific added value.
However, our approach to femoral densitometry will
have an important role also in the prediction of general
osteoporotic fracture risk.

In fact, it has been demonstrated that BMD is only
one of the factors determining the actual fracture risk,
whose accurate estimation requires the combined evalua-
tion of the relevant clinical risk factors (CRFs)
(McCloskey 2013). Presently, an effective approach to
the pooled evaluation of BMD and CRFs is represented
by FRAX� (the Fracture Risk Assessment tool developed
by the WHO Collaborating Centre for Metabolic Bone
Diseases at Sheffield, UK) (Kanis et al. 2007), a software
algorithm that takes into account a variety of patient data
(age, sex, ethnicity, etc.), including a series of CRFs (e.g.,
smoking habits, history of previous fragility fractures,
etc.), and combines them with the DXA-measured
BMD value of the femoral neck in order to calculate
the 10-y probability of an osteoporotic fracture at the
hip and the 10-y probability of a generic major osteopo-
rotic fracture (occurring at hip, spine, humerus or fore-
arm) (Kanis et al. 2008). The possibility of introducing
into FRAX a US-measured BMD value of the femoral
neck will significantly improve the accessibility of reli-
able fracture risk predictions. Finally, an additional clin-
ical advantage will be the possibility of more effective
therapeutic monitoring, thanks to the intrinsic suitability
of US imaging methods for repeated measurements in
short time intervals combined with the optimal reproduc-
ibility of our US assessments of proximal femur (intra-
operator RMS-CV 5 0.27%), which is one order of
magnitude better than the values typically reported for
DXA measurements (El Maghraoui et al. 2006;
Kiebzak and Morgan 2011).

In a more prospective view, this new method could
provide also important information on the microstructural
bone architecture directly reporting a quantitative evalua-
tion of the specific patient fracture risk, as has been
demonstrated in several works available in literature illus-
trating the huge potentialities associated with US investi-
gations of bone ‘‘quality’’ (Gluer 2008; Raum et al. 2014).

Obviously, the present study also suffered from
some limitations, which are herein summarized. First of
all, the experimental nature of the proposed approach,
although supported by several statistical considerations
and some previously reported theoretical assumptions,
implies that the physiologic variability of acoustic prop-
erties of soft tissues from patient to patient was taken
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into account only indirectly through the aforementioned
sequences of averaging operations. However, the adopted
approach has documented its feasibility and diagnostic
effectiveness on both lumbar spine and femoral neck,
therefore encouraging further investigations dedicated
to achieve a more exhaustive theoretical interpretation
of the obtained results.

Secondly, our method analyzed only the spectral
features of US signals backscattered from the trabecular
region of the investigated bone district, even if recent
literature has demonstrated the important contribution
of the cortical layer to bone mechanical strength, espe-
cially in the case of femoral neck (Grimal et al. 2013).
However, the assessment of actual bone strength indepen-
dently of BMDwas beyond the scope of the present paper
and would also require the use of a technique different
from DXA as a reference gold standard (e.g., quantitative
computed tomography).

Finally, as in the case of our previous work on the
application of O.S. to lumbar spine investigations
(Conversano et al. 2015), an obvious influence on the
study population was exerted by the involvement of a sin-
gle clinical center and patient enrolment criteria based on
a medical prescription for a proximal femur DXA scan
independently from the motivation, although this repre-
sented the real field of use of medical devices for osteo-
porosis diagnosis.

Future studies will be specifically aimed at address-
ing the mentioned limitations of the present work,
providing, in particular, a more detailed explanation of
the involved physical phenomena through dedicated
in vitro tests on excised human bone samples, an inte-
grated evaluation of cortical layer properties through
the use of quantitative computed tomography as an addi-
tional or alternative gold standard reference, and a multi-
center clinical validation of the proposed approach on
larger and less homogeneous study populations.
CONCLUSION

Clinical feasibility and effectiveness in femoral neck
densitometry were demonstrated for the O.S., a US
parameter for osteoporosis diagnosis that had been previ-
ously introduced for lumbar spine applications.

The diagnostic accuracy was evaluated in a study
population of 132 women aged in 61–70 y, providing
an overall agreement with DXA patient classification of
94.7%, with k5 0.898 (p, 0.0001). Significant correla-
tions were also found between O.S.-estimated BMD
values and corresponding DXA-measured values
(r 5 0.87, p , 0.001).

The obtained accuracy levels, combined with a very
good result reproducibility (intra-operator RMS-
CV5 0.27%; inter-operator RMS-CV5 0.36%) suggest
that the proposed approach has an interesting potential for
clinical routine applications.
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APPENDIX

Details of the procedure for the automatic identification of femoral neck interfaces

The steps carried out on each data frame acquired on the kth patient for the automatic identification of the femoral neck are herein detailed (the

same steps were applied to all the acquired patient data sets, belonging to either the reference database or the study population):

1. Image preprocessing: noise removal around the femoral interface and convex image construction. To reduce the computational burden and to speed
up the segmentation process, for each echographic line of the acquired data frame, a fixed range of data points, assumed to contain the entire femoral
interface, is selected (the specific considered range, defined as the interval [0.30; 0.75] xNpix, whereNpix is the total number of data points in each scan
line, was calculated experimentally over all the acquired frames of each patient included in the reference database, giving a 100% probability of
finding the proximal femur profile in this interval). Subsequently, the signal portion outside the fixed range is set to zero. For each echographic
line, the position in which the signal envelope has a global maximum is calculated and a 300-point window, centered on the global maximum position,
is recorded. Signal portion outside the 300-point window is again set to zero. The resulting image data points are then organized to reproduce the
shape of a typical image provided by a conventional clinically available convex probe (Fig. 3b).

2. Gray-level thresholding and conversion to a binary image. Image intensity values are opportunely adjusted: the gray-scale values of the image I are
mapped to new values in J in such a way that 1% of the data is saturated at lowest and highest intensities of I. This increases the contrast of the output
image J, which subsequently undergoes a global image thresholding using the Otsu’s method (Otsu 1975). This technique chooses the threshold to
minimize the intra-class variance of the black andwhite pixels. Since each image is different from the others, the threshold provided byOtsu’s method
is not fixed but depends on the considered image intensity value distribution. The image is then converted to a binary image (Fig. 3c).

3. Median filter application. Each output pixel contains the median value in them-by-n neighborhood around the corresponding pixel in the input image
(Fig. 3d). This non-linear operation is therefore used to reduce the ‘‘salt and pepper’’ noise. A median filter is more effective than convolution when
the goal is to simultaneously reduce noise and preserve edges. The values [m n] are set to [9 9].

4. Horizontal axis image dilation. Binary image is dilated using a rectangular structural element (SE) of non-negative integers, of dimension M 3 N.
Applying SE to the binary image consists in a sequential examination of each pixel of the image, performed in such a way that the origin of the SE is
superimposed to the pixel under study. The value of each point in the output image is based on, then, a comparison between the corresponding pixel of
the input image and its neighbors. Applying therefore a rectangular SE of dimension [5 15] to the binary input image leads to a horizontal axis image
dilation with the only purpose of making uniform the femoral interface and eliminating its discontinuities due to the application of previous steps
(Fig. 3e).

5. Asymmetric morphologic closing. The morphologic closing operation is defined by the combination of morphologic dilation followed by morpho-
logic erosion with the same structural element. Such a composed operator has the effect of filling the holes in the images and strengthening the
connection between objects. It is also a good tool for the removal of isolated pixels of the background binary images (Fig. 3f). However the SE
used for dilation and for erosion is in square shape but with different dimension (respectively [8 8] for dilation and [12 12] for erosion) to compensate
the dilation of the precedent step.

6. Morphologic evaluations. All clusters of white pixels representing the foreground (connected components) in the binary image are labeled. For each
of the l connected components (connection5 8), area (number of pixels of the cluster), bounding box (the smallest rectangle containing the region),
eccentricity (eccentricity of the ellipse that has the same second-moments as the region) and orientation (the angle between the horizontal x-axis and
the major axis of the ellipse that has the same second-moments as the region) are calculated. Quantitative cut-offs are then performed over these
parameters starting with the selection of the only cluster of pixel which has the maximum area and is in agreement with the following criteria: ec-
centricity.0.90, absolute value of orientation (in degrees), 12�, and length of the femoral interface in the range 50–100 mm. If no clusters satisfy
the mentioned criteria, the frame is discarded and a new frame is considered; otherwise, the selected connected component of pixels undergoes also
qualitative cut-offs. The coefficients of a polynomial p of degree n (n5 8) that fits the data in a least squares sense is found and, from the polynomial
evaluation, maximum, minimum and inflection points are found in order to get knowledge of the anatomic landmarks (Fig. 3g). Pearson’s linear cor-
relation coefficient (r) between the function that approximates the femoral profile and a reference fitting function of femoral profile is evaluated and
frame is selected if r$ 0.90. Otherwise, little adjustments on the tails of the function that approximate the femoral profile (with an overall function
change of about 2% with respect to the original one), are performed, with a smoothing effect. Pearson’s linear correlation coefficient is recalculated
and the frame is selected if r $ 0.90, otherwise it is discarded.

The reference fitting function expressed in terms of coefficients of a polynomial p(x) of grade 8, with polynomial coefficients in descending

powers, is p(x) 5 1.125$10217 x8 2 3.326$10214 x7 1 4.037$10211 x6 2 2.564$1028 x5 1 8.879$1026 x4 2 1.507$1023

x3 1 4.899$1022 x2 1 18.45 x 2 1.553$103.

7. ROI identification and classification of the proximal femur interface. Using the qualitative morphologic evaluations of the previous step it is possible
to discriminate among different profiles, that is, femoral head, femoral neck and trochanter (Fig. 3h). Finally, an evaluation of the femoral neck length
(FNL) and of the distance between the highest point of the head profile and the lowest point of the neck profile (HND) is performed. Frame acceptance
thresholds are used to select the femoral neck ROI or discard the frame (15 mm, FNL, 55 mm, 3 mm,HDN, 16 mm). If the frame meets these
additional selection criteria, it is labeled as a ‘‘possible femoral neck interface.’’

8. Anti-convex image construction. To proceed to the spectral validation of the ‘‘possible femoral neck interface,’’ image data points corresponding to
the single echographic scan lines are organized in a rectangular matrix, having size Npix3 Nlines, where Nlines is the number of echographic lines (Fig
3i). After image re-arrangement, by calculating the position of the points of the proximal femur profile that separate femoral neck from femoral head
and trochanter, this step provides the selection of only the signal lines referred to the femoral neck (vertical echographic lines crossing only the
femoral neck profile).

9. Spectral validation. The algorithm analyzes the corresponding RF segments corresponding to the ROI selected as in the case of model construction
(150-point Hamming-windowed signal portions, located immediately after the echo from the femoral neck surface when the amplitude of RF signal
envelope reached 15% of its peak value, and zero-padded to 4096 points). A comparative analysis is performed on the corresponding fast Fourier
transform power spectra, which are compensated and normalized as previously described in order to put them in the form PNormij

ðf Þ (where i identifies
the considered ROI and j indicates the specific echographic line). The ‘‘possible femoral neck interface’’ is finally labeled as an ‘‘actual femoral neck
interface’’ if at least 70% of the spectra of the identified ROI have Pearson’s linear correlation coefficient r$ 0.85 with at least one of the appropriate
reference model spectra (i.e., the age-matched ‘‘healthy’’ and ‘‘osteoporotic’’ models), otherwise the frame is labeled as ‘‘noisy’’ and discarded.

10. A new analysis starts on the subsequent frame.
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